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1. INTRODUCTION

it is well known that the use of supplementary information in a
suitable manner at the stage of sample selection and/or estimation
stage generally improvesthe estimators of the population parameters.
The usual techniques in this respect assume that the values of one ‘or
more supplementary variables related to the chiracteristic of interest
are known or can be known without much difficulty for each unit
of the population. In many cases, however, such detailed a priori
information may not be available or may be quite costly to collect.
On the other hand, some summary information, for instance, an a
priori value of the parameter 0, quite close to its true value, may be
known to the experimenter. For instance, such an information may
be available from census, surveys, or even from expert guesses by the
specialists in the concerned field. It may also happen that the upper
and the lower limits of § may be known (Dalenius 1965) in which
case a simple or modified average (depending on the expected skew-
ness of the distribution of #) may provide a good approximation
to 6.

It seems worthwhile, therefore, to develop an estimator utilising
this a priori value of 0, so that its mean square error is considerably
small than the variance of the usual unbiased estimator. In this
paper we propose such an estimator and discuss its practical applic-
ability. The proposed estimator is a weighted average of the a
priori value and the unbiased estimator of # obtained from the
survey. Since the optimum weight becomes a function of unknown

1. Originally issued as a Technical Paper of National Sample Survey,
Indian Statistical Institute (No. 30/68/16, December, 1968). )
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parameters, the estimator is modified so as to use approximate
optimum weights and it is compared with the usual unbiased estima-
tor in Section 3. Some special cases are also mentioned.

In section 4, the case where an unbiaséd estimator of 8 is not
available (such as rates, products, etc.) is considered and the efficiency
of the proposed estimator is discussed in brief,

2. THE ESTIMATOR, ITS Bias AND MEAN SQUARE ERROR
A .
Suppose 6 is an unbiased estimator of the parameter 6 (say >0
without loss of generality) obtained from a probability sample drawn
from a given population and that 0, is an a priori value of the para-

meter which the statistician believes to be quite close to 6. Let D
be the difference between 6 and 0, (i.e. D=0—0,). Then the propos-

A
ed estimator of 0 is a weighted average of ¢ and 0, and is given by

A A .
0,)=kb+(1—k)g,, «.(1)
where £ is the weight (a constant) the optimum value of which is

A A
obtained by minimizing the mean Square error of 6 . Obviously 6, is

A
biased. The bias and variance of 6, are given by

B(BAG)=E(0:)—H=(k—I)D «.(2)
and

A A A A
V(ec)=E(6c2)_E2(0c).=k2V(9) .. (3)

A A A A

respectively, where V() =E(0%)—E2(0) denotes the variance of 8.

A
The mean square error (mse) of ¢, thus becomes
A A )
M(go)=k*V(0) +(k—1)2D> (4
The‘ optimum value of & which minimizes this mse ean be obtained by

A
differentiating M(6,) with respect to k and setting the derivative
equal to zero, This gives the optimum weight as

2
ko=L (5)

—.
D24 /(6)
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Suppose §=(0—6,)/0 is the relative difference between 6 and f,, and

A

e(f)= \/ V(6)/0, denoted by simply e (> 0), is the relative standard
A

error (rse) of 6. Then k&, can be expressed as

k=0 ..(6)
4 32+82 *

Now putting this value of ko 0 <k, < 1, the minimum value
A
of M(6,) in (4) is seen to be

i b o y k, V(@ 7
Min M( 0)=W V(0)= Co V( ), '"( )
A
since V(6)=e%0? and D*=3p202,

A
The relative efficiency of 8, as compared to the usual 'unbiased
A
estimate 0 is given by

B (0= V(0 M{3)=-,

o
A A
which exceeds unity provided es0,. If €=0, then ¢ and ¢, are

A
identical, which must be the case since 0 is the best then.

3. Usg OF APPROXIMATE OpTIMUM WEIGHT

The exact optimum weight %, cannot be dctermined since it
requires an exact knowledge of the values of e and 9. Of these two
quantities, the value of e may be known in many cases especially
when the survey is planned to achieve a prespecified precision. But
the exact value of 7 js always unknown in practice. Hence we can
obtain only an approximate value of the optimum weight k,, using
some idea about the magnitude of 3, and also of e, In this context
we discuss below the two possible cases, viz., Case () : An approxi-

mate value 9, is used in place of 3; e is known. Case @@:
Approximate values 01 and e, are used in-place of both 9 and e,

Case (i): The proposed estimator in thig case is
A

A
D1 =051,y (6 —0,) (9
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where

B
ko=5g ...(10)

A
The mse of §,, may be obtained by substituting k,, in (10) for

A
k in the expression for M(6,) in (4). After some simplification,
we get

A
M©O,) _, %@L +e?) .
= Taater .(11)
where e/=21a1/]10:1].

A A A
Now 0, will be more efficient than 0 if M(§s,)/0% < e That
is, if
(62_8-
2

0.2 > ) , provided, of course, e=40. ...(12)

Hence if e£0 and

A
e?/ a2=——Vg3

\Y

1,

A
then for every value of | 9; | #0 estimator 9, will be more efficient

A
then 6. But @ is unknown and hence we do not know whether
€2/3% > 1 in practice. From (12), it is clear that a sufficient condition

A A
for 6, to be more efficient than 0 is

8.1 > ‘azl : ..(13)
v

A A
Thus as long as (13) is satisfied, 8,, is more efficient that § even
if 9, differs from 9. However too much departure of 9, from 3 will
reduce the gain in efficiency of the estimator. The expression for the

A A
efficiency of 0., relative to g is

A 3.2 2 2 2

_ o e 9.2 te ,
Eﬁ" (901)'_' 612 . al'z_f'elz -..\14‘)
which is greater than or equal to

(p+enfop if e'<e, i, if |0y 1 > 10 ]




AN ESTIMATOR IN SURVEY SAMPLING 15,

It follows, therefore, that since (14) tends to (8) as 10,1 tends to |3},

. A
for | &, | exceeding | 3 | but quite close to. it ., would, be at least as
A A
good an estimate of § as 6,. Values of Eff. (6,;) have been given, in
Table 1°1 to 13,

Case (ii) : In this case the proposed estimator becomes
A

_ 0o0=0,+kg (0— o) ...(15),
where kga=10,% /(,31 1 €,), '

Asin {11), we get

A .
M(8.5) — g? 91® (8124 e,%""%)

= l
02 (0,2 +€,2)? .'"(‘ 6)
e\ ol .
where —( T ¢ being 50,

A A
The corresponding condition for 6, to be more efficient than 6
becomes

62_32

92> ( )(ﬁf, provided, of course, e£0. - ...(ll.Z) \

The above condmon will be satisfied if the condition (12) (or
the modified condition (13) holds together with e;<Ce. Thus, when
anticipated values of | § | and e are to be used, it wou]d be safer to
take a slightly larger value of } 3, | and. smaller value of e for
calculation of ky,. However, asthe difference between the anticipated,
and the true values increases the efficiency. of the proposed. estimator
decreases.

Special cases : Suppose §=0,=1. Then from (1), we get the
proposed estimator as

A
Bk, ©..(18)
where k,=(14¢*1, and the mse of 8,, is
A A '
M(6:0)=V(0)/(1+€. - (19)

. A A
The relative efficiency of 6,, as compared to 6 is thus given by

A :
Eﬁ: (Bco)=(l +32) : 11-(20)
which is greater than unity.
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. ) : . A
Now suppose 6 is the population mean Y and # is the corres-
ponding sample mean 4 based on a simple random sample of size n

. A
selected with replacement, then §,, in (18) is given by

A —_
7o M ;
Vom o (29

where ¢, is the population coefficient of variation. The estimator

A

Y., was suggested by Searls (1964). - Efficiency of Searls’ estimator is
given by the entry corresponding to |9 | = |9, | =100 in table
1'1—13. '

In the present case the estimator in (21) has been arrived at by
considering 9=9,=1; it may however be mentioned that Searls
suggested this estimator irrespective of the value of § as he did not
consider the use of knowledge of 3. If 340,541, then an alternative

estimator which utilizes the knowledge of Y, and 3, is given by
Y. -7 + " g7, . (22)
cl o nalg_*_cﬂg 0
where Y, is a priori value of Y and | 3, | is used as an anticipated
value of 9=(1—Y,/ Y).
A
4, TUSE OF A BIASED 6

A

So far we have assumed 6 to be unbiased estimator of . How-
ever, in many situations, a simple unbiased estimator of § may not be
available in general. For instance, the parameter ¢ may be birth-rate,
death-rate, per capita consumer expenditure, total crop production
etc., where the usual estimator of 0 is biased. On the other hand in
some other cases a biased estimator of a ratio or regression type may
be deliberately used though a simple unbiased estimator exists. In
such cases the suggested estimator is '

A A )
0’ =0,+k (§—8.). -..(23)
Its bias and mean square error are given by '
A
B(§'y=(k—1\D+kB . (24)
A A
and M0’ )y=k2V(0)+(k—1)D>*+ k*B*+2k(k—1)RD ...(25)

A A
respectively, where B=E(0)—4, is the bias in 0,
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A ‘ . .
Differentiating M(6’ ;) in (25) with respect to k, we get optimum

k as
D+ B
ko= _Al)_(_*-—)' e (26)
V(@+(D+ B)?
which on substitution in (25) gives the minimum mse as
A
A Vi .
M)=——LO p, (27)

V(6)+(D+BY
A
In this case the proposed estimator will be more efficient than ¢

A A A .
if M(¢';) in (27) is less than M(0)=V(6)+B% That is if

A D2

V)| 1— — | +8*>0, ...(28)
(D-+ B)*+V(6) '

which is always true.

Here again the exact value of k, will not be known in practice.
The efficiency of this estimator, using approximate optimum weight
may be studied as in section 3. It is believed that with a reasonably
good approximation to the optimum weight the . proposed estimator

A
will be more efficient than 0 as in the unbiased case.

The authors are grateful to the referee for helpful comments.

SUMMARY

In this paper an estimation procedure is suggested which utilizes
the knowledge of an a priori value of the population parameter 6.
The a priori value may be available from previous censuses or
surveys or even expert guesses. 'The proposed estimator is given by

A A
0,=k0-(1—k)0,, where 0, is the a priori value, k is some constant
A
and 6 is the usual unbiased estimator of . The optimum value of

A
k which minimizes the mean square error of 0, is found to be
ko=02/(3%+€®) where |9 | =(1—0,/6)

A
and e is the relative standard error of 6. In many cases, e may be
known in practice, especially when the survey is planned to achieve a
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specified precision, but | 3 | is always unknown. Hence an approxi-

A
mately optimum 6, is obtained by using ky;=09,2/(3,%+€?) where 9,
A A
is an a priori value of 3. Oc1 is compared with 0 for estimating the

true parametric value. A table showing the relative efficiency of
A A

6c1 as compared to 9 has been given for various values of e, 9 and
1. The cate when approximate values of both o and e are used,

A
have also been discussed. Furtherfsome special cases of 6, have been

A
mentioned. Lastly, the case when 6 is biased for 0 has been briefly
discussed.
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APPENDIX
A A
Efficiency of ecl compared to 0

for different values of 9, g1 and

(all expresded in perdentugs)

TABLE (1']) : e=159%,

——

a\d 100 50 20 15 10 5
(0) (H {2) ()] 4) (5) (6)
100 102-2 1040 1044 1045 104'5 104'5
50 874 109-0 1171 117-8 1184 1187
20 162 541 1562 1854 214:0 235'8
15 88 330 1440 2000 2769 3600
10 47 18'4 105.6 1742 3250 6760

5 28 1t 69-0 122:0 2703 10000
TABLE (1+2) : e=109,

a1\2 100 50 20 15 10 5
0 ) 6] @ @ ®) (6)

100 1010 101-8 102:0 102:0 102:0 102 0
50 932 1040 107°5 107'8 108:0 108°1
20 216 61-0 1250 1370 147°0 1538
15 100 35:2 1166 1444 1742 1988
10 40 154 80 0 123°1 2000 3200
5 16 62 38:5 67:6 147°0 5000
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TABLE (I'3) : e=3%

a1\a 100 50 20 15 10 5
0 o @ @ @ ) ®
100 1002 1004 1005 1005 1605 100°5
50 981 101:0 101-8 1019 102:0 102:0
20 441 81-2 106+2 1097 1122, 1125
15 208 55'1 1037 Hurl 1176 1219
10 60 216 78:1 1000 1250 147-0
5 10 40 23'5 40:0 800 2000




